Phoneme Recognition Using Hierarchical Temporal
Memory with Articulator Correlation
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ABSTRACT

The aim of this project is to develop a biologically-
motivated approach to speech recognition. Hierarchi-
cal Temporal Memory systems will be used to recognize
words in recorded speech aided by tracking the articu-
lators in speakers’ mouths.

This system employs scientific knowledge of human
speech perception at every step. Hierarchical Tempo-
ral Memory networks compute as neural circuits in the
neocortex do. The audio inputs to the HTM are trans-
formed in a way designed to mimic the processing done
by the ear. By training this system on both speech
sounds and articulator motions, the data available to it
is made very similar to that which humans use when
processing speech. Using phoneme classes as an inter-
mediate step in the path from sound wave to word is
another feature shared by this system and the human
brain. It is hoped that this method, by approximating
as much as possible the best known approach to speech
recognition, will enjoy similar success.

1. INTRODUCTION

Speech recognition today relies on general-purpose
machine learning algorithms as opposed to biologically-
motivated models. By failing to incorporate scientific

knowledge of human speech perception, current approaches

ignore valuable insight into a difficult computational
problem. It is hoped that the following approach, which
applies a neurological model to biologically plausible in-
puts, can match or exceed the performance of proba-
bilistic formulations.

Speech recognition technology is increasingly preva-
lent. Automatic transcription packages, as well as voice
controlled applications and appliances, are becoming
more and more common. However, refinements to cur-
rent speech recognition methods yield ever-smaller gains
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in performance; while standard methods are quite accu-
rate they seem unlikely to improve much beyond their
current state. Also, persistent problems like sensitivity
to noise continue to impede performance.

Hierarchical temporal memory (HTM) is a recent ma-
chine learning model developed by Numenta, Inc., that
replicates the structural and algorithmic properties of
the neocortex [2]. HTMs build a model of some domain
by learning from experience. This experience comes
from exposure to data received from an array of sen-
SOrs.

HTMs are organized as a tree-shaped hierarchy of
nodes, where each node implements a common learn-
ing algorithm. The input to every node, regardless of
its position in the hierarchy, is a temporal sequence of
patterns in vector form. Each node contains two compo-
nents referred to as “poolers”. The spacial pooler maps
incoming vector data to currently stored vectors that
have already been seen, and the temporal pooler groups
vectors together based on how close they occur to each
other in time.

Every node, and as a result the HTM as a whole, op-
erates in two modes: training and inference. From the
perspective of a node during the training mode, only
the spatial pooler is active. Incoming vector data is
stored as quantization points which represent different
data sets. These points are defined by setting a Eu-
clidean distance D for which the spatial pooler uses to
compare currently stored quantization points to the in-
coming data vectors. If incoming data differs from cur-
rently stored data by at least D, then a new quantization
point is created to represent that data. Otherwise, no
new data is added to the spatial pooler. Once this op-
eration has gone on for long enough such that quantiza-
tion points are no longer being added, or the pooler has
reached an acceptable threshold, the temporal pooler is



activated.

The temporal pooler identifies patterns in time, and
so begins to group quantization points together based on
their temporal proximity. As new vector data is received
by the node, quantization points are outputte from the
spatial pooler in a sequential manner. So if event A is
continuously followed by event B, for instance, the tem-
poral pooler will create a group that contains A followed
by B. Ignoring much of the complicated logic governing
this learning scheme; the temporal pooler creates a first-
order time-adjacency matrix where time coherent group
creation can be viewed as finding the most highly con-
nected sub-graphs from the graph represented by the
adjacency matrix [1]. Once these temporal transitions
are learned and corresponding groups of centers created,
the temporal pooler starts producing output in terms of
its learned temporal groups. The output is a vector of
size equivalent to the number of temporal groups cre-
ated, and can be considered as a probability distribution
over the space of the temporal groups [1].

The operation of nodes in the hierarchy follows a level
by level strategy. Preliminarily, nodes at the bottom
level are trained while the rest of the nodes are disabled.
Once all the nodes at level ¢ are finished learning, they
begin to output to level ¢ + 1 nodes. The level ¢ nodes
are said to have reached the “inference” stage, and the
level ¢ + 1 nodes are enabled and are now in the “learn-
ing” stage. This process repeats until all nodes are fully
trained. When this finally occurs, the HTM as a whole
can begin making inferences about the entire data set
that it is being tested on.

2. RELATED WORK

Most automated speech recognition projects rely on
general-purpose probabilistic models, of which the most
prominent has been the Hidden Markov Model. While
these models are excellent tools for probabilistic analy-
sis, they are much broader in their analyses than HTMs
because they do not make as many assumptions about
the nature of the world [site: htm_comparison]. The Hi-
erarchical Hidden Markov Model is a modified general-
purpose model that most closely resembles HT'Ms in the
way it models time. The difference between them, how-
ever, is that HMMSs exploit hierarchy in only one dimen-
sion, namely time. HTMs on the other hand, contain
a hierarchy in both time and space, which gives them
unique advantages while learning [5].

The use of HT'Ms in speech processing is limited, but
it seems to be spreading slowly. A primary example that
demonstrates proof of concept is the speech processing
demonstration bundled with NuPIC, the Numenta Plat-
form for Intelligent Computing. In this demonstration,

Numenta have trained an HTM to process speech and
solve two problems: gender classification and speaker
identification. The demonstration uses digital audio
recordings of human speakers that undergo required sig-
nal pre-processing such that inputs to the HTM is in the
log Mel spectrum. The experiment shows promising ac-
curacy results for the inferring HTM [6].

Students in a Stanford Machine Learning class have
also demonstrated the use of HTMs for spoken language
identification [7]. Robinson, Leung, and Falco reported
high utterance-by-utterance accuracies for three English
and one French classifications. The HTM was able to
reach near perfect classification between English and
French languages with fewer than fifty training exam-
ples.

Finally, at the Center for Language and Speech Tech-
nology at the University of Nijmegen in the Netherlands,
Doremalen and Boves have shown that using HT'Ms to
recognize spoken digits holds promise [3]. The results
of this study show error rates below 20%, despite the
HTM system not being fully optimized for processing
audio signals. Doremalen and Boves also suggest that
the present implementation of HT'M learning algorithms
may be suboptimal for processing signals that encode
information mainly in dynamic changes due to lack of
propagating learned input patterns as top-down feed-
back.

Other studies have shown the benefits in general of in-
corporating articulatory data in continuous speech recog-
nition [4]. A phoneme recognition system achieved higher
accuracy on both articulator and sound data than on ei-
ther alone.

Another approach, the BeBe system, used parallel de-
tectors in an attempt to emulate speech perception in
humans [8]. This study was a preliminary effort — only
a small number of phonemes were analyzed, all of the
detectors were hand-coded, and the system was trained
and tested on a very small speech sample.

3. PROJECT PROPOSAL

3.1 Anticipated Approach

At a high level, HTMs will be employed to recognize
and classify incidences of phonetic classes. This will be
done in several steps with a variety of HTM configu-
rations — successive stages will incorporate both audio
and articulatory data on small and large corpora (See
Figure 1).

In the first configuration, a series of HTMs will each
be trained to identify occurrences of a single phonetic
class. The set of classes that will be implemented in-
cludes stops, fricatives, vowels and nasals, although other



Time-synced
Phoneme-tagged 4@2
Audio Corpus

Time-synced
Phoneme-tagged
Audio Corpus

Microbeam
Articulator Corpus

Orthographically
Transcribed
Audio Data

Forced

Ahgner HTM

AorB

Figure 1: Training Pipelines

classes may be investigated. Initially, individual HTMs
will each be trained to recognize a particular phoneme
class; these discrete detectors will then be joined into a
single model.

Detector HTMs will first be trained on audio sam-
ples alone. Using data from the TIMIT corpus, oc-
currences of a given phonetic class will be identified.
This subset of the samples will then go through a se-
ries of pre-processing operations to reduce noise and
to represent the audio data in a distributed format.
Various transforms will be tested and compared, in-
cluding Log-spectrum, Mel-frequency Cepstrum Coeffi-
cients (MFCC), and Perceptual Linear Predictive (PLP)
Model. One of these parallel representations will serve
as input to bottom level of the HTM tree.

Crucial to the functionality of each node is the notion
of distance between distinct instances of data from the
input streams. It is anticipated that tuning this param-
eter will require a large number of iterations. Addition-
ally, various techniques of determining distance will be
compared and assessed; currently Euclidean and Maha-
lanobis metrics will be compared.

Within each HTM, each node of the bottom level will
look at only a small subset of the incoming data streams.
Streams will first be grouped together by a single fre-
quency band. At higher levels, larger sets of frequency
bands will be aggregated, with the root node experienc-
ing the effects of all of the input streams together with
the overall energy waveform. This way, lower levels of
the hierarchy will group together fast, local patterns,
where upper levels will group together slower and more
global patterns. The output of the top node of the HTM
will represent its confidence of recognising an instance
of a particular phonetic event.

A second trial will additionally provide HTM recog-
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Figure 2: HTM Node Configuration

nizers with articulatory data from the University of Wis-
consin X-ray Microbeam Speech Production Database.
This data will be integrated as a separate sub-tree in an
expanded HTM as shown in Figure 2. The articulatory
information in concert with sound should give a more
precise indication of phoneme classes than sound alone
— this advantage should remain when the same HTM
is subsequently trained on audio without articulation
data.

While the first generation of detectors will be trained
in advantageous circumstances (either by training on
the highly sanitized TIMIT corpus or by including ar-
ticulator information), successive generations will at-
tempt to refine correlations between phonemic classes
and acoustic cues by training on additional data sources.
These datasets have a tremendous size advantage over
either of the others; however, they do not contain phone-
mic annotation time-synced with audio. To fill this gap,
the Penn Phonetics Lab Forced Alignment tool will be
used to build a rough tagging of phonemes for audio
sources with orthographic transcriptions. From this ex-
panded set of training data, successive generations of
detectors will be trained, and their relative performance
will be compared as in Figure 1.

3.2 Evaluation Criteria

After each model has been designed and trained on a
random selection of the corpus, the model will be tested
on samples from the corpus it was trained on, as well
as other corpora. For each of the implementation ap-
proaches, two major metrics will determine the success
of the model. Classification accuracy will measures the
number of correctly identified phonetic events per the



total. Additionally, the rate of false positives will be
recorded. These results will be compared against those
of other systems.

4. RESEARCH TIMELINE

There are four major milestones in this project. The

first entails training individual HTMs to recognize phoneme

class transitions in acoustic data. A general method
for configuring an HTM for an arbitrary phonetic cate-
gory will be developed, and detectors for various acous-
tic cues will be trained independently, initially without
articulator information. This stage of the project is pro-
jected to be completed before Thanksgiving.

Second, a new generation of detectors will use the
University of Wisconsin X-ray Microbeam Speech Pro-
duction Database, incorporating articulator information
in the classification of speech landmarks.

Third, the detectors will be trained and refined on
larger, more varied corpora with no accompanying ar-
ticulatory data. The associations made by the HTM
system that previously analyzed articulator data will
continue to inform the workings of the model through-
out its further training. This portion of the project
will employ HMM forced-alignment on orthographically
transcribed samples.

The second and third stages of the project can be
developed independently, and it is projected that they
will be near completion by February.

The final step of this project is to merge the discrete
detectors into a single word recognition system. The
previously independent HTMs will feed into higher-level
nodes that are connected to a lexicon — this will permit
both top-down and bottom-up pathways as are believed
to exist in the brain. This stage is primarily exploratory,
and is contingent on the timely success of previous com-
ponents.

S. RESOURCE REQUIREMENTS

Throughout the semester, access to the TIMIT and
UBDB (Microbeam Database) corpora must be avail-
able for training and testing. Additional corpora will
be needed later in the project, but can be secured from
any of a variety of sources; the audio samples need only
be orthographically transcribed.

Additionally, access to staging machines will be re-
quired. It is anticipated that these machines will be
running the Ubuntu Server operating system, along with
python 2.5.4 and wxPython. The HTK speech recogni-
tion toolkit, along with the Penn Phonetics Lab Forced

Aligner will be essential components in the training pipeline.

Finally, the HTMs will be built using the Numenta Plat-
form for Intelligent Computing (NuPIC).
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